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[This template is intended as a starting point for agencies developing their own Artificial Intelligence (AI) policies. It should be tailored and aligned to the specific context, needs, and circumstances of each agency. As this template is iterative and will continue to evolve, we welcome your feedback and suggestions at GCDO@dia.govt.nz.]
Policy overview
1. This policy sets out the [AGENCY/ORGANISATION] audience, application, responsibilities, guiding principles, and policy approach to safely and responsibly use artificial intelligence (AI) in the workplace. This policy aligns with and should be read alongside the Public Service AI Framework, Responsible AI Guidance for the Public Service.
Audience and application
1. This policy applies to all:
a)  [AGENCY/ORGANISATION] employees including permanent, temporary, events-based, and casual employees, volunteers and/or people in unpaid positions. 
b) People under a contract for service or those who are in a business relationship with [AGENCY/ORGANISATION].
c) Use of AI for business, including AI Infrastructure, AI models and AI systems.
d) Possible products and services created by the use of AI technologies by agency employees.
Responsibilities
2. The [EXECUTIVE LEADERSHIP TEAM] is accountable for this policy. 
3. All agency employees are responsible for using AI technology responsibly, lawfully, and in line with this policy. 
4. [DEPUTY-SECRETARY/TIER 2 EXECUTIVES] are responsible for assuring the [SECRETARY/TIER 1 EXECUTIVE] that their branch complies with departmental policies and processes related to the use of AI.
5. The [CHIEF DIGITAL OFFICER OR POLICY OWNER] is responsible for monitoring compliance with legislative requirements and international best practice, and for advising [EXECUTIVE LEADERSHIP TEAM] about any risks to protect and manage use of AI as an organisation.
Guiding Principles and Policy Approach
[The guiding principles set the vision and values for AI adoption, while the detailed policy approach outlines the specific actions and commitments that agencies will take to adopt and implement these guiding principle].
Guiding Principles for the Use of Artificial Intelligence Policy template
6. The following principles are in-line with the NZ Public Service AI framework and guide our approach to deploying AI, ensuring that [AGENCY/ORGANISATION] adopts AI responsibly, to modernise [AGENCY/ORGANISATION] services and deliver better outcomes for all New Zealanders.
7. Inclusive, sustainable development
[AGENCY/ORGANISATION] AI systems should contribute to inclusive growth and sustainable development through a focus on innovation, efficiency and resilience, and on reducing economic, social, gender and other inequalities and protecting natural environments. AI use should consider and address concerns about unequal access to technology.
8. Human-centred values
[AGENCY/ORGANISATION] AI use should respect the rule of law, democratic values and human rights and labour rights through the lifecycle of each AI system or product.
These rights and laws include personal data protection and privacy, dignity, non-discrimination and equality, self-determination and autonomy. [AGENCY/ORGANISATION] business owners need to provide human oversight throughout the AI lifecycle to ensure ethical and appropriate use.
9. Transparency and explainability
People interacting with [AGENCY/ORGANISATION] AI systems or receiving AI-assisted services must be aware of and understand how AI is being used.
To support this, [AGENCY/ORGANISATION] should publicly disclose:
· when AI systems are used
· how they were developed
· how they affect outcomes — as relevant and appropriate according to the given use case
[AGENCY/ORGANISATION] should enable people affected by the outcome of an AI system to understand how the outcome was determined.
10. Safety and security
[AGENCY/ORGANISATION] AI systems should treat the security of customers and staff as a core business requirement, not just a technical feature (security-by-design). They should minimise risk to individuals, national safety, and security more generally under normal use, misuse or adverse conditions.
[AGENCY/ORGANISATION] should ensure traceability of data, apply a robust risk management approach and work collaboratively with commercial and security colleagues in the procurement and assurance of AI tools.
11. Accountability
AI use within [AGENCY/ORGANISATION] should be subject to oversight by responsible staff with appropriate authority and capability at every stage.  This should include the application of relevant regulatory and governance frameworks, reporting, auditing and/or independent reviews. 
[AGENCY/ORGANISATION] AI capabilities need to keep pace with technological changes, to maintain a strong understanding of AI systems and their limitations.
Policy approach
[This is about how your agency’s policy will be designed to adopt AI responsibly.]
Adoption of artificial intelligence
12. The following statements set out the [AGENCY/ORGANISATION] approach to AI, ensuring it is adopted safely and responsibly to deliver better outcomes for all New Zealanders
Governance and oversight 
13. The [AGENCY/ORGANISATION] will ensure there are appropriate governance structures, regular risk assessments, impact assessments, ongoing monitoring, and ethical oversight of AI usage. 
Responsible use and development 
14. All use and development of AI will be exercised in a manner that is ethical, sustainable, and benefits the people of New Zealand. 
Transparency and accountability 
15. The [AGENCY/ORGANISATION] commits to maintaining transparency and accountability in all AI-related processes, ensuring that AI tools and models are explainable, and their impacts are clearly communicated to the public.
Human supervision and involvement
16. The [AGENCY/ORGANISATION] guarantees that accountable human supervision is consistently maintained and integrated across all use cases to ensure reliable and trustworthy outputs.
Data Privacy and Security
17. The [AGENCY/ORGANISATION] will design, implement and utilize AI systems with a strong focus on privacy and security, ensuring that robust controls and measures are in place.
Compliance with legal and ethical Standards 
18. AI practices will adhere to relevant legal and ethical standards, including privacy, security, and fair labour policies practices, and reflect our commitment to principles such as inclusive growth, sustainable development, and respect for human rights. 
Agencies obligations under section 14 of Public Service Act 2020
19. [AGENCY/ORGANISATION] acknowledges the Crown’s obligations under Te Tiriti o Waitangi in relation to AI. This will include:
· identifying when AI systems may have a material impact on Māori data or communities,
· engaging with Māori where such impacts are likely, and
· documenting how these considerations have been addressed in governance processes.
Integration of Te Ao Māori perspectives
20. To Māori, data is taonga. A Te Ao Māori perspective should be integrated into AI policies and practices, as well as the adoption and use of AI. As such AI policies need to be considered alongside agency data policies. This will include recognising Māori interests in data and digital technologies, supporting Māori and Indigenous aspirations, and ensuring AI is used in ways that are transparent, fair, and accountable to Māori and wider ethnic communities.
Māori perspectives in practice
21. To support transparency, fairness, and accountability, [AGENCY/ORGANISATION] will:
· include checks for bias, such as deficit-based or stereotypical dynamics, as part of regular risk and impact assessments where material impacts are identified, and
· ensure transparency in AI decision-making by explaining how impacts have been assessed and addressed, including those affecting Māori communities.
Innovation and efficiency
22. AI will be leveraged to improve efficiency and productivity, enhance service design and delivery, and foster innovation, while managing data protection and privacy risks. The benefits of AI innovation will be harnessed while mitigating potential risks to maintain security and safety.
Continuous Improvement 
23. Recognising the rapidly evolving nature of AI, the [AGENCY/ORGANISATION] will regularly update this policy to reflect new developments and best practices.
Alignment with other policies
24. The [AGENCY/ORGANISATION] will ensure that its AI use is lawful and follows existing policies, including those policies related to risk management, data security, privacy.
Use of AI tools 
25. The following statements sets out how [AGENCY/ORGANISATION]will use AI tools, ensuring that staff use these tools safely, consistently, and in a way that aligns to the Public Service Responsible AI Guidance for the Public Service:
Personal information is not used when prompting or interacting with enterprise AI
26. Customer personal information collected by the [AGENCY/ORGANISATION] must not be entered into enterprise AI tools unless specific controls are in place to protect personal information.




Enterprise AI is not used for decision making that could have an adverse effect on an individual
27. Decision making processes must be undertaken by staff. Enterprise AI tools must not materially contribute to decisions that could lead to an adverse outcome for an individual, such as determining a response to a request or complaint, assessing an application for a service or document, or any other interaction where discretion is exercised.
Review material produced or edited by AI
28. Enterprise AI tools must support and enhance staff efficiency, communication, and productivity – not replace human input. Any output of enterprise AI must be reviewed and approved by staff with appropriate authority and capability at every stage to ensure accuracy and appropriateness of the output.
Label material produced or edited by enterprise AI
29. Where enterprise AI has been used materially, products must be labelled as having had AI input. This is to ensure transparency for other users of that material.
Material produced or edited by enterprise AI is official information
30. Outputs of AI generated in the course of conducting [AGENCY/ORGANISATION’s] related work are official information and need to be treated accordingly in line with the [AGENCY/ORGANISATION’s] Information management policy.
Definitions
31. The definitions which apply when interpreting this policy can be found on digital.govt.nz:
Glossary of AI terms | NZ Digital government
Related policies, procedures, standards, guidelines, legislation, and/or websites
32. The following documents are relevant to this policy:
Public Service AI Framework 
Responsible AI Guidance for the Public Service
33. These are examples of documents that your agency may also include in their Use of Artificial Intelligence Policy template:
· Information management policy
· Privacy policy
· Risk management policy
· Digital information protection policy
· Code of conduct
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